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Abstract: The Economy Watcher Survey, which is a market survey published by the Japanese
government, contains assessments of current and future economic conditions by people from var-
ious fields. Although this survey provides insights regarding economic policy for policymakers, a
clear definition of the word “future” in future economic conditions is not provided. Hence, the
assessments respondents provide in the survey are simply based on their interpretations of the
meaning of “future.” This motivated us to reveal the different interpretations of the future in their
judgments of future economic conditions by applying weakly supervised learning and text mining.
In our research, we separate the assessments of future economic conditions into economic condi-
tions of the near and distant future using learning from positive and unlabeled data (PU learning).
Because the dataset includes data from several periods, we devised new architecture to enable
neural networks to conduct PU learning based on the idea of multi-task learning to efficiently
learn a classifier. Our empirical analysis confirmed that the proposed method could separate the
future economic conditions, and we interpreted the classification results to obtain intuitions for
policymaking.

1 Introduction
The Economy Watcher Survey is a market survey

published by the Japanese government. The data con-
sists of two types of assessments of economic condi-
tions, current and future economic conditions, with
five ranks. Although this survey provides policymak-
ers with deep insights, it is difficult to interpret the
assessments of future economic conditions because the
meaning of future is not clearly defined and the def-
inition thereof relies on the respondent’s interpreta-
tion. Therefore, to obtain a clear understanding of
survey participants’expectations, our approach was
to classify assessments of future economic conditions
into those pertaining to the near and distant future,
respectively. This led us to propose a novel method
that uses text data and a machine-learning algorithm
in an attempt to grasp these expectations with re-
spect to future economic conditions using data from
the Economy Watcher Survey. For the classification

task, we apply an algorithm that learns from positive
and unlabeled data (PU learning), which is a machine-
learning algorithm that enables us to train a classifier
only from positive and unlabeled data.

Among studies of economic trends, methods using
information contained in text data have become pop-
ular. Pioneering methods in this field are Tetlock
[2007]; Tetlock et al. [2008], which involved the con-
struction of sentimental indexes from articles of a col-
umn in the Wall Street Journal and an analysis of
the predictability of the stock market. Kulkarni et al.
[2009] predicted the residential price by using the num-
ber of searches on Google. Guzman [2011] also con-
structed real-time inflation expectations from search
queries on Google.

PU learning is an algorithm of weakly supervised
learning　 [Elkan and Noto, 2008; Ward et al., 2009;
Blanchard et al., 2010; Nguyen et al., 2011]. In the
section describing the problem setting, we consider a
situation in which only positive and unlabeled data
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exist, and use only these data to train a binary clas-
sifier. PU learning has two scenarios known as censor-
ing scenario and case-control scenario Elkan and Noto
[2008]. In the study presented in this paper, we only
focus on the case-control scenario, in which positive
data are obtained separately from unlabeled data, and
unlabeled data are sampled from the entire popula-
tion. In this study, we construct our algorithm on the
basis of subsequent research known as unbiased PU
learning [du Plessis et al., 2015], which minimizes the
unbiased estimator of the classification risk.

After classifying the assessments of future economic
conditions into those relating to the near and distant
future, we calculated the averaged ranks for both the
near and distant future. As a result, we found that a
significant difference exists between economic condi-
tions relating to these two future periods. This result
infers the possibility that people’s definition of the
future differs. This fact is important from the view-
point of economics. In macroeconomics, a researcher
may be interested in the possibility of controlling peo-
ple’s expectations of the market. Our empirical anal-
ysis reports the fact that assessments of the economic
conditions of the distant future were mainly based on
economic fundamentals such as the population and
diplomatic relationships.

In the following sections, we describe our problem
setting and propose an algorithm that solves the prob-
lem. Subsequently, we present the results and inter-
pretations of our empirical analysis.

2 Problem Setting
We consider the binary classification of text data.

In the following parts, we describe the dataset and
classification problem in detail.

2.1 Economy Watchers Survey

In our analysis, we used the Economy Watchers
Survey, a dataset that contains text data and is pub-
lished by the Japanese government 1). The purpose
of this survey is to enable the region-by-region eco-
nomic trends to be grasped accurately. This survey

1)Particulars of the dataset are provided on
the homepage of the Japanese government,
https://www5.cao.go.jp/keizai3/watcher-e/index-e.html.
The survey enlists the cooperation of people holding employ-
ment positions that enable them to observe activity closely
related to the regional economy. We downloaded the dataset
from the page.

consists of two assessments, an assessment of current
and future economic conditions with the possibility of
entering sentences to motivate the answers by provid-
ing reasons. Respondents evaluated the current and
future economic conditions by five ranks, 0, 1, 2, 3, 4.
The evaluation 0 means “worse” or “will get worse”
compared with a previous period. The evaluation 4

means “better’ or “will get better” compared with a
previous period. The evaluation 2 represents a neutral
position on the assessment of economic conditions.

Interpretation of Assessment of Future Eco-
nomic Conditions: Assessments of current and fu-
ture economic conditions provide us with deep in-
sights into economic reality. However, in the ques-
tionnaire, there is no clear definition of the concept
of the “future” with respect to future economic condi-
tions. Hence, different people interpret the duration
of “future” in their own way. Whereas one person
may imagine the future as just one week, the “future”
might be a few months for another person. Therefore,
to analyze the assessments more accurately, we need
to classify assessments of future economic conditions
as being either near or distant economic conditions.

2.2 Classification of an Assessment of
Future Economic Conditions

To classify future economic conditions into those
expected to occur in either the near or distant fu-
ture, we propose assuming that current economic con-
ditions share similar sentences with those expected in
the near future. Our classification strategy is to re-
gard current economic conditions as positive data and
future economic conditions as unlabeled data, which
potentially consists of positive and negative data. In
this paper, positive data are assessments of the cur-
rent economic conditions and those expected in the
near future, whereas negative data are assessments of
economic conditions foreseen to prevail in the distant
future. We illustrate the relationship between assess-
ments of current and future economic conditions of
our assumption on Figure 1. We train our classifier
only from positive and unlabeled data by using an
algorithm that employs PU learning. Therefore, the
goal of this problem is to classify x ∈ X ⊂ Rd into
one of the two classes {−1,+1}, where +1 denotes
assessments of current economic conditions and those
expected in the near future (positive data) and −1
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図 1: Our assumed definition of the time structure of
assessments.

denotes economic conditions relating to the distant
future (negative data).

2.3 Data Generating Process of Econ-
omy Watchers Survey

Let us describe the data generating process of our
problem. Let us assume that we have n data points
at t-th period and denote the i-th text data as xi ∈
X ⊂ Rd. If the target of text data xi describes cur-
rent or near future economic conditions, we attach a
positive label, i.e., yi = +1. If the target of text data
xi describes distant future economic conditions, we
attach a negative label, i.e., yi = −1. However, in the
dataset, we can only observe positive data, and unla-
beled data, which includes both positive and negative
data. In addition, if the text data xi belongs to a
period t ∈ {1, ..., T}, we denote the fact as zi = t.
Using these notations, we define our data generating
process as follows:

{xi}ni=1
i.i.d.∼ p(x|y = +1, z = t), {x′

i}n
′

i=1
i.i.d.∼ p(x|z = t),

where {xi}ni=1 and {x′
i}n

′

i=1 denote the positive and
negative data at t-th period, and p(x|z = t) can be
decomposed as

p(x|z = t) =p(y = +1|z = t)p(x|y = +1, z = t)

+ p(y = −1|z = t)p(x|y = −1, z = t).

3 Learning from Positive and Un-
labeled Data with Time Series
Data

To classify data consisting only of positive and unla-
beled data, we propose using multi-task PU learning
(MTPU ). In this section, we provide details of the
proposed algorithm.

3.1 Learning from Positive and Unla-
beled Data

Before explaining our model, let us explain the stan-
dard setting of PU learning. In PU learning, we con-
sider a binary classification problem to classify x ∈
X ⊂ Rd into one of the two classes {−1,+1}. We
assume that there exists a joint distribution p(x, y),
where y ∈ {−1,+1} is the class label of x. PU learn-
ing relies on two distinct sampling schemes, namely
the censoring scenario and case-control scenario [Elkan and Noto,
2008]. The PU learning framework we use in this
study is the case-control scenario, in which we sup-
pose access to a positive dataset {xi}ni=1

i.i.d.∼ p(x|y =

+1) and an unlabeled dataset {x′
i}n

′

i=1
i.i.d.∼ p(x). Let

ℓ : R × {±1} → R+ be a loss function, where R+

is the set of non-negative real values, and F be the
set of measurable functions from X to [ϵ, 1− ϵ], where
ϵ ∈ (0, 1/2) is a small positive value. This constant ϵ is
introduced to ensure the following optimization prob-
lem is well-defined based on the result of Kato et al.
[2019]. Here, du Plessis et al. [2015] showed that the
classification risk of f ∈ F can be expressed as

RPU(f) = p(y = +1)Ep[ℓ(f(X),+1)]

− p(y = −1)Ep[ℓ(f(X),−1)] + Eu[ℓ(f(X),−1)],

(1)

where Ep and Eu are the expectations over p(x|y =

+1) and p(x), respectively. The above formulation of
PU learning provides the unbiased risk of the classifi-
cation problem.

3.2 Multi-Task Non-negative PU learn-
ing for Time Series Data

In addition to the standard setting of PU learning,
we could take the time structure into account. The
Economy Watcher Survey comprises monthly data,
with approximately 2, 600 records for each month.
Here, we would need to use different classifiers for
the data included in each month for the following two
reasons. First, the model can vary across periods.
Second, we would not be able to include data of the
(t + 1)-th period to train a model of data of the t-th
period because the data of the (t+1)-th period might
have information of the data of the t-th period. This
made it necessary to use different models across dif-
ferent periods. For z = t, we denote the model as
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図 2: Neural network model for multi-task learning for
PU learning. The models share one shared network
with 3 layers.

fz=t and the risk as follows:

RPU(fz=t, z = t) = p(y = +1|z = t)Ep,t[ℓ(f(X),+1)]

− p(y = −1|z = t)Ep,t[ℓ(f(X),−1)] + Eu,t[ℓ(f(X),−1)], ,

where Êp,t denotes the averaging operator over pos-
itive data, Êu,t denotes averaging over the unlabeled
data at the t-th period. We additionally introduce a
model for multi-task learning to PU learning. Multi-
task learning is proposed to train neural networks ef-
ficiently by using the common features across differ-
ent tasks Caruana [1997]. If a common feature ex-
ists across periods, we can train our models more effi-
ciently by sharing the common feature among models
fz=t for t = 1, ..., T through the layers named shared
layers, the structure of which is shown in Figure 2.
We named this model MTPU. Details of its structure
are provided in the section for empirical experiments.

3.3 Sample Approximation of the Un-
biased Risk

When we train a classifier, we can naively replace
the expectations with the corresponding sample av-
erages. However, Kiryo et al. [2017] pointed out that
the basic form of the unbiased PU learning is inef-
fective with a deep neural network because of over-
fitting caused by the fact that the risk is not lower

bounded. To implement PU learning with deep neural
networks, we applied the non-negative risk proposed
by Kiryo et al. [2017] to the empirical risk defined in
(2). For a hypothesis set H, let us define the following
risk minimization problem,

f̂z=t = argminfz=t∈H

[
R̂PU(fz=t, z = t) +R(f)

]
,

(2)

where R̂nnPU(fz=t, z = t) is a sample approximation
of RPU(fz=t, z = t) with non-negative transformation
proposed by Kiryo et al. [2017] and R is a regulariza-
tion term.

3.4 Class Prior and Selection Bias

The remaining problem is to make a decision re-
garding the class prior p(y = +1|z = t). The class
prior p(y = +1|z = t) would be different across pe-
riods t. Although several algorithms have been pro-
posed to estimate the class prior [du Plessis and Sugiyama,
2014; Ramaswamy et al., 2016; Jain et al., 2016], the
estimation is still known to be a difficult task. How-
ever, we can avoid the problematic estimation in the
case of the particular goal we hope to reach. In our
experiments, we assume that the class prior is p(y =

+1|z = t) = 0.2 for all periods, t = 1, 2..., T . This
assumption is not realistic because the probability
would have different values across the periods. How-
ever, Kato et al. [2018, 2019] showed that the function
fz=t is simply linear-proportional to the class prior,
i.e., the following relationship holds even if we miss-
specify the class prior:

p(y = +1|x, z = t) ≤ p(y = +1|x, z = t)

⇔ fz=t(x) ≤ fz=t(x). (3)

Therefore, even when we cannot obtain the exact value
of p(y = +1|x, z = t), we can still identify the order
of p(y = +1|x, z = t) with regard to x. Our empirical
analysis separates the assessment of future economic
conditions into near and distant future economic con-
ditions based on this property. We classify 1/5 of data
from the highest value of fz=t into assessments of near
future economic conditions, and 1/5 of data from the
lowest value of fz=t into assessments of distant future
economic conditions. In addition to the robustness to
the miss-specified class prior, the function fz=t also
holds the relationship 3 under the selection bias of
positive data [Kato et al., 2019] if our assumption is
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図 3: Plotted assessments of the economic conditions of the near and distant future and those pertaining to the
present and future. The horizontal line at y = 2 is the neutral state. The red vertical lines on the horizontal
line represent the results of the two-sample t-test. The thin and bold red vertical lines represent the 5% and
1% significance levels, respectively.

mild. Thus, our results can reduce the influence of
the miss-specified class prior and selection bias.

4 Empirical Analysis
In this section, we report the results of the empirical

analysis of data from the Economy Watcher Survey.
The survey was conducted every month starting in
2000. Our analysis only used data from January 2016
to June 2019, i.e., 42 months’ data. Each month in-
cludes approximately 2, 600 samples. The reason for
the heterogeneity among the data is the lack of text
in respondents ’answers. In total, we had 111,501
samples.

We used Bag-of-Words to represent the documents
as 16, 914-dimensional vectors. After vectorizing the
text data, we applied PU learning with the afore-
mentioned MTPU. In addition to the model, we also
used the standard model of PU learning to compare
the performance. We used this model of PU learn-
ing in two ways. First, we used all samples to train
one model. Second, we prepared one model for each
month. Details of the neural networks are provided
in the following section. After training our classifier,

we classified the assessment of future economic condi-
tions using unlabeled data that we used for training.

Neural network model: First, we describe the
model we used for MTPU. The model for the shared
network was a 3-layer multilayer perceptron (MLP)
with ReLU Nair and Hinton [2010] (more specifically,
16914− 500− 500− 500). The neural network model
following the shared network was a 2-layer MLP (more
specifically, 500 − 500 − 1) with ReLU. Next, we de-
scribe the model we used for non-negative PU learn-
ing. The model for the neural network was a 5-layer
MLP (more specifically, 16914 − 500 − 500 − 500 −
500−1) with ReLU. We set p(y = +1|z = t) = 0.2 for
all t ∈ {1, 2, ..., 42}. For both methods, we use logistic
loss for the loss function ℓ.

4.1 Difference among the Assessments

In this section, we report the extent to which assess-
ments differ across current, future, near future, and
distant future economic conditions.

Averaged Assessments and t-test: We report the
averaged assessments of economic conditions in the
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図 4: Co-occurrence network of near and distant future economic conditions in June 2016 and February 2017.
The lengths of the edges represent the value of the Jaccard coefficients. Shorter edges indicate a stronger
relationship (the value of the Jaccard coefficients is larger) between the two words. The widths of the edges
also represent the value of the Jaccard coefficients between the two words. The bold edges similarly signify a
stronger relationship (the value of the Jaccard coefficients is larger) between the two words. The color of the
nodes relates to the assessment. The yellow-green color denotes that the averaged value is 2, i.e., the assessment
is neutral. The warmer and cooler colors represent positive and negative assessments, respectively.

near and distant future in comparison with those of
the current and future. Assessments of the near and
distant future economic conditions are estimated by
MTPU and non-negative PU learning with neural net-
works. For non-negative PU learning, we used two
models. The first (named PU1) entailed training one
model for all samples. The second (named PU2) in-
volved using different models for the data of different
months. The results are presented in Table 1. For
each period, we show the results of the two-sample t-
test with unequal variances between the assessments
of the economic conditions of the near and distant
future. Values for which the difference between the
mean of the assessments is significant are indicated
by superscript ∗ in the table. One ∗ and two ∗s mean
that the null hypothesis of the two-sample t-test is
rejected at the 5% and 1% significance levels, respec-
tively.

Visualization as a Time Series: To facilitate a
more intuitive understanding of the reported results,
we plotted the averaged assessments in the time series
in Figure 3, where the x-axis corresponds to the time
series, and the y-axis corresponds to the value of the
assessment. The blue, orange, green, and red lines
correspond to assessments of the economic conditions
in the near future, distant future, at the present time,
and in the future. The horizontal black dashed line at
y = 2.0 represents the neutral condition in the 5-step
evaluations for the economic conditions from 0 (bad)
to 4 (good). The vertical red lines perpendicular to
the line y = 2.0 indicate that the difference between
the average assessments of the economic conditions in
the near and distant future is significant in the two-
sample t-test. The bold vertical lines represent that
the null hypothesis of the two-sample t-test is rejected
at the 1% significance level and the other red lines
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represent that two ∗ means that the null hypothesis of
the two-sample t-test is rejected at the 5% significance
level. For example, the assessments of the economic
conditions in the near future in 2017 are significantly
higher than those of the distant economic conditions.

4.2 Text Mining

This section presents our analysis of the text based
on assessments of the text data. For text mining, we
use tf-idf and the Jaccard coefficient, which are stan-
dard techniques of natural language processing. First,
we separate the assessments of the economic condi-
tions in the near and distant future for the month in
which the assessments were published, i.e., we form
groups of monthly assessments. Then, we denote a set
of the group of assessments as M, and we apply tf-idf
to identify the word that characterizes the document.
Then, for the 50 words with the highest tf-idf, we
measure the Jaccard coefficient Manning and Schütze
[1999], which measures the similarity between two
sets. Let Mw ∈ M be a set of sentences including
the word w. The Jaccard coefficient J(Ma,Mb) for
a word a and a word b can be expressed as follows:

J(Ma,Mb) =
|Ma ∩Mb|
|Ma ∪Mb|

. (4)

Based on these results, we plotted the co-occurrence
networks in Figure 42). Because of the limitation
placed on the length of the paper, we only show the
network of assessments in June 2016 and February
2017. June 2016 is one of the periods in which the
value of assessments greatly changed. Throughout
2017, the economic conditions of the near future are
less than those in the distant future, and February
2016 is one of these periods. Because of the small
size of our graphs, we placed enlarged versions of
these graphs in the appendix3) in both English and
Japanese.

4.3 Interpretations

Figure 4 displays words related to economic fun-
damentals, such as the structure of the labor supply
and international politics. In other words, these re-
sults can be interpreted as meaning that assessments

2)We translated from Japanese to English using an API pro-
vided by Google (https://pypi.org/project/googletrans/).

3)https://arxiv.org/abs/1909.03348

of the economic conditions of the near future repre-
sent the economic cycle, whereas assessments of the
economic conditions of the distant future represent
the economic trend. For example, the words “U.K.”
and “withdrawal” appear, both of which are related
to Brexit among the economic conditions of the dis-
tant future, “Business cycle,” and “Trend” in June
2016. The words “US” and “President” appear in
Feb. 2017. On the other hand, the economic con-
ditions of the near future in June 2016 and Feb, 2017
are represented by words that have less relationship
with economic fundamentals such as “rainy season”
and “Valentin’s day.” For policymakers, this is an
insightful finding because the result infers that they
cannot easily change people’s expectations based on
economic fundamentals.

5 Conclusion
In this paper, we proposed a new application of PU

learning and text mining to data consisting of finan-
cial text. We developed a new model named MTPU
to train neural networks efficiently using data with
a time structure. Our empirical analysis showed the
classification result and interpretations based on text
mining and economics. The result is insightful to pol-
icymakers because the result infers that people might
have a different interpretation of the definition of the
future and may assess the future economic outlook dif-
ferently based on their interpretations of the future.
Besides, we also found that there are different main
reasons between near and distant future economic as-
sessments.
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